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Performance on Different Sizes of Language Model

Answer Generation with self-Evaluation on various tasks

LANGUAGE MODEL SELF-IMPROVEMENT BY 
REINFORCEMENT LEARNING CONTEMPLATION

Background and Motivation
Background

Reinforcement learning from AI feedback (RLAIF) is a
popular technique for language model improvement.
RLAIF trains using reinforcement learning (RL), with the
preference model as the reward signal which requires a
solid capability.

It is simpler for language models to evaluate a sentence
than to generate it, even for small language models.

Evaluation is Simpler than Generation

Verify the text evaluation ability of LLMs by investigating
potential for evaluation to improve LLMs.

 

Whether can the evaluation be utilized to 
improve text generation ?

Method
Self-Improvement by Reinforcement Learning Contemplation

Overall training procedure:
(1) Answer generation to the unlabeled questions. 
(2) Self-evaluation by asking LM using evaluation prompt.
(3) Update the language model to maximize the reward using 

reinforcement learning.

Two types of evaluation prompts:
(1) Correctness Evaluation Prompt (CEP): "Is the answer to the question

correct? The question is: [Q]. The answer is: [A]”.
(2) Quality Evaluation Prompt (QEP): "Please evaluate the answer to the

question and give me an evaluation score from 1 to 10. The question is: [Q].
The answer is: [A]”.
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Answer Accuracy on Unseen Datasets
 


