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for weeks, but he couldn‘t
seem to make any headway ...

(a) Penguins in a Table (b) Tracking Shuffled Objects (3) (c) Object Counting

;Two types of evaluation prompts:

i (1) Correctness Evaluation Prompt (CEP): "Is the answer to the question |
'correct? The question is: [Q]. The answer 1s: [A]”. |

Text generation Text evaluation Answer Accuracy on Unseen Datasets

| Logical Object Penguins Sports Tracking Shuffled Average
Whether can the evaluation be utilized to . (2) Quality Evaluation Prompt (QEP): "Please evaluate the answer to the Deduction (7)  Counting inaTable Understanding Objects (5) g
improve text generation ? :question and give me an evaluation score from 1 to 10. The question 1s: [Q]. : Acc. | 367(+L5)  327(+0.7) 18(+22)  52.8(-0.4) 123 (-0.1) 30.5 (+0.8)

I I

| | | | |
i Background N , _ . ' _ _ 0 Main Results on Reasoning Tasks i
: I Reasoning a.bout LogIcal Tracklpg Shuffled Objefzt Tracklpg Shuffled Geometric | |
I“{einfor cement learning from Al feedback (RLAIF) is a : | Colored Objects Deduction (7)  Objects (5) Counting Objects (3) Shapes || Reasoning about  Logical  Tracking Shuffled  Object  Tracking Shuffled Geometric !
I lar  techni for lan model imor ment I : w/o SE 30.9% 18.5% 10.1% 34.7% 28.1% 10.7% : : Colored Objects Deduction (7) Objects (5) Counting Objects (3) Shapes :
RLAIF trains using rein orcement learning .(RL)’ Wl.t thej | Web of Lics Sports Logical Logical Penguinsin . || DG 32.0% 35.2% 12.4% 31.9% 31.2% 5.2% |
:preference model as the reward signal which requires a : | Understanding Deduction (3) Deduction (5)  a Table s N SC 39.6% 27.6% 12.4% 24.0% 33.6% 15.6% |
iSOlid capability. I | w/o SE 51.6% 59 7% 34.9% 23.6% 23.5% 47 7% || Self-train 19.5% 13.1% 15.5% 11.7% 33.1% 12.4% I
: | W/SE 5329 59.7% 38.3% 2579 28.8% 50.5% | Self-refine 25.2% 13.2% 8.0% 18.0% 25.2% 10.0% I
| I || Best-of-N 26.8% 12.8% 12.1% 14.0% 30.0% 8.4% I
IIt . . ler for 1 dels t luat ¢ I | RLAIF 30.4% 36.9% 11.4% 32.5% 32.8% 14.0% |
1L 1S simplcr I0r language modceis to €valuate a sentence, | RLC 35.0% 39.2% 12.2% 35.4% 33.6% 17.8% |
'than to generate it, even for small language models. | | : : — |
| | ' : Sports Logical Logical Penguins in :
: : | Web of Lies : : : Navigate |
I | - . . . - Understanding Deduction (3) Deduction (5) a Table |
i e e : 1 Self-Improvement by Reinforcement Learning Contemplation !
I Evaluation is Slmpler than Generation | || RLFT 72.2% 68.8% 58.6% 41.9% 44.2% 55.6% I
i ' Overall training procedure: | : DG 43.6% 53.2% 39.6% 28.4% 15.7% 46.4% :
'Verify the text evaluation ability of LLMs by investigating | L . - o 43.4% 33.6% 42.8% 30.8% 35.2% 62.8% |
| J . . Y Y SalHE | (1) Answer generation to the unlabeled questions. = Self-train 51.1% 51.1% 34.0% 18.4% 19.7% 48.7% |
potential for evaluation to improve LLMs. | . . . . | Self-refine|  47.2% 50.0% 28.4% 17.2% 17.8% 46.0%
| | : (2) Self-evaluation by aSklng LM using evaluation prompt. | : Best-of-N 50.0% 59.2% 42.0% 22.0% 17.8% 45.2% :
' . . . S ) ! RLC 52.9% 53.5% 44.0% 34.6 % 29.8% 57.1% :
| Write a mystery that leaves Is the following article a ' ireinforcement 1eam1ng. || I
! the reader unable to predict mystery that leaves the L | e i
| the ending. The answer is: reader unable to predict the I - || . . |
| ending? [TEXT]. Answer: ] Unlabeled questions — Evaluation prompt N Performance on Different Sizes of Language Model |
I I | Q1: Given a movie review, your > Answer Is the answer to the | I 780M 40 250M 780M |
| | | task is to classify it as positive, question correct? The || ~30 —/— RLC - oM |
I l I I negative, or neutral based on the l question is: [Q]. The I | > —— No Fine-tuning > > 30 |
| | - text: The movie is so interesting ... answer is: [A. - %) 530 %) |
i I del I del I I Q2: Sort the following list of words L slae Evaluation I §20 § §20
: anguage modce anguage mode - alphabetically: The word list: oven |=——> & f <€ t Please evaluate the || 8 8 20 2 |
| | | costume counterpart. mode promp answer to the question || 0 &0 &0 I
I | Q3: Today is Christmas Eve of 1937. and give me an ' 10 S 510 80M
: l l o cay EIvE | | o 80M 910 80 2 250 I
I | I \cl)Vhat is t?Ae)dlazt/eli(/)zdoazyg (aBg)o? (2) Evaluate eva;llga%?n score from 1 I I < < < I

- : . ptions: to 10. The question is: .
: The answer 1s:.Detect1ve James : ! 12/14/2007 (C) 12/14/1937. =-—--2| Reward [Q]. The answer is [A]. || 10° - 10’ 10° o 10’ ’ 10° o 10’ |
I had been WOl'klIlg on the case e Yes, s | : ) ) | ) (3) Improve : : Parameter Size (Millions) Parameter Size (Millions) Parameter Size (Millions) :
: : : '
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' The answer 1s: [A]”. i




