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Background

Instruction-following agent

Open the door
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Background

agent

human
pick red ball

natural language 
encoding

policy training

Outside-in learning

Previous approaches:

Unbounded representation of natural
language instruction brings extra burden
for policy learning.
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Motivation

But how do we communicate with foreigners?
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Background
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Outside-in learning Inside-out learning (ours)

task language development
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Inside-out learning

human

pick red ball

translator

task language

policy training

[1 0 1]

task language development

agent

1. Task language generator

2. Natural language translator

3. Policy learning
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Inside-out learning

1. Task language generator
Develop TL to effectively and succinctly convey the task’s objective to the policy.

2. Natural language translator
Connect policy with the task language.

3. Policy learning
Improve policy through task language following.
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Method

Task Language Development in Predicate Representation

Predicate representation utilizes
binary codes to represent diverse 
relationships in the world. 

Examples:
[0, 1, 1]
[1, 0, 0]
[0, 1, 0, 1, 1, 0, 0, 0]
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Method
Referential game develops meaningful language through multi-
agent communication. 

Sender Receiver
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Method

Task dataset:

𝐴 𝑡𝑎𝑠𝑘 𝑑𝑎𝑡𝑎𝑠𝑒𝑡 𝒟 = 𝑠, 𝑠‘, 𝐿! " 𝑐𝑜𝑛𝑠𝑖𝑠𝑡𝑠 𝑜𝑓 𝑚𝑢𝑙𝑡𝑖𝑝𝑙𝑒
𝑡𝑟𝑖𝑝𝑙𝑒𝑡𝑠. 	𝐸𝑎𝑐ℎ 𝑡𝑟𝑖𝑝𝑙𝑒𝑡 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑠 𝑎 𝑛𝑎𝑡𝑢𝑟𝑎𝑙 𝑙𝑎𝑛𝑔𝑢𝑎𝑔𝑒 𝑖𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑖𝑜𝑛
𝐿! 𝑎𝑛𝑑	𝑎 𝑡𝑎𝑠𝑘 𝑠𝑡𝑎𝑡𝑒 𝑝𝑎𝑖𝑟 𝑠, 𝑠‘ , 𝑤ℎ𝑒𝑟𝑒 𝐿!	𝑑𝑒𝑠𝑐𝑟𝑖𝑏𝑒𝑠 𝑠𝑡𝑎𝑡𝑒

𝑐ℎ𝑎𝑛𝑔𝑒 𝑓𝑟𝑜𝑚 𝑠 𝑡𝑜 𝑠′ 𝑖𝑛 𝑛𝑎𝑡𝑢𝑟𝑎𝑙 𝑙𝑎𝑛𝑔𝑢𝑎𝑔𝑒, 𝑒. 𝑔. ,
𝑚𝑜𝑣𝑒 𝑡ℎ𝑒 𝑟𝑒𝑑 𝑏𝑎𝑙𝑙 𝑡𝑜 𝑡ℎ𝑒 𝑏𝑙𝑢𝑒 𝑏𝑎𝑙𝑙.
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Method

Predicate representation Referential Game

𝐿!

ℒ"#

𝐿$

(𝑠, 𝑠′)

TL 
generator

Receiver
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Method
Natural language translation:
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Method
Policy learning
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Method
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Experiments
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Experiments
Examples of instructions:

--- Training instructions ---
Please open the door of the microwave.
Can you open the microwave door for me?
I would appreciate it if you could open the microwave door.
Can you open the microwave door at your earliest convenience?
Would you be able to open the door of the microwave?
I need the door of the microwave to be opened, please.
--- Testing instructions ---
Twist the oven knob to turn on the top burner.
Manipulate the oven knob to activate the top burner.
Turn the oven knob to the right to activate the top burner
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Main results
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Experiments

Can you open the microwave door for me?

Baseline TALAR
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Experiments

Learned natural language representation:
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Experiments

Learning task language as a high-level abstraction
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Experiments

Learning task language as a high-level abstraction
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Takeaways

1. The importance of natural language representation in the 
development of instruction-following agents, as it significantly 
impacts their performance and effectiveness.

2. The necessity of generating unique learned representations to 
enhance the agent's ability to understand and execute tasks.

3. The need to investigate the instruction-following in open 
environments, broadening the scope of the agent's capabilities and 
promoting its adaptability to diverse situations.


